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Abstract of the contribution: This contribution proposes a framework to integrate 5G System with the TSN.
1
Discussion
This contibution discusses various issues related to an 5G System (5GS) and Time Sensitive Networking (TSN), which are used to build an industrial communication network. Based on the discussion results, potential options for a TSN-5GS archtitecture model are presented for further discussion. 
Issue 1: How to integrate 5GS with a TSN network?
· 5GS could be stand-alone TSN network.
· 5GS could be an isolated sub-network within a single TSN domain;
· 5GS could interact with more than one TSN domain.

· 5GS could use a single or multiple gNB and UPF within a TSN network;
Issue 2: How is 5GS modeled within a TSN network, i.e. how does the TSN network see the 5GS?
· 5GS is modeled as TSN link(s): each UE connection is seen as at least one TSN link, or 
· 5GS is modeled as TSN bridge(s): the 5GS is seen as at least one ingress and at least one egress port of a TSN bridge.
Issue3: How does 5GS interact with TSN network on user and control plane?
· User plane: TSN end stations, TSN bridges, TSN links, TSN streams
· Control plane: TSN end stations, TSN bridges, TSN CNC (optinal), TSN CUC (optional), requirements of TSN streams
We propose to capture these issues and resulting options for the TSN-5GS interaction in TR 23.734. This is a solution for Key Issue #3. 

*** Start Change (All new text) ***

 [8]
IEEE P802.1Qcc/D1.6 “Draft Standard for Local and metropolitan area networks - Bridges and Bridged Networks - Amendment: Stream Reservation Protocol (SRP) Enhancements and Performance Improvements”
6.X
Solution #X: Architecture framework for integration with TSN
6.x.1
TSN Network

The 5GS may be operated as stand-alone TSN network or part of a TSN network, e.g. an industrial communication network. Common to both options is that a 5GS solution needs to support the three TSN configuration models, which are defined in [8]:

· Fully distributed model (cf. Figure 1): The TSN end stations, i.e. Talkers and Listeners, communicate the TSN stream requirements directly to the TSN network. Each TSN bridge on the path from Talker to Listeners propagates the TSN user and network configuration information along with the active topology for the TSN stream to the neighboring bridge(s). The network resources are managed locally in each TSN bridge, i.e. there is neither a Centralized Network Configuration (CNC) entity nor an entity that has the knowledge of the entire TSN network.
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Figure 1: Fully distributed model

· Centralized network and distributed user model (cf. Figure 2): The TSN end stations, i.e. Talkers and Listeners, communicate the TSN stream requirements directly to the TSN network. In contrast to the fully distributed model, the TSN stream requirements are forwarded to a Centralized Network Configuration (CNC). The TSN bridges provide their network capabilities information and active totoplogy information to the CNC. The CNC has a complete view of the TSN network and is therefore enabled to compute respective end-to-end communication paths from a Talker to the Listeners that fullfill the TSN stream requirements as provided by the end stations. The computation result is provided by the CNC as TSN configuration information to each TSN bridge in the path between involved TSN end stations (Talkers to the Listeners) as network configuration information.
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Figure 2: 
Centralized network and distributed user model
· Fully centralized model (cf. Figure 3): The fully centralized model acts similar to the centralized network and distributed user model. Main difference is that the TSN end stations, i.e. TalkersTalker and Listeners, communicate the TSN stream requirements not directly to the TSN network but to a Centralized User Configuration (CUC). The CUC may adapt these TSN end station stream requirements before forwarding them to the CNC. The CNC performs the same actions as described in the centralized network/distributed user model, except that CNC sends specific TSN configuration information to the CUC. From this, the CUC may derive the TSN configuration information for the TSN end stations and notify them accordingly.
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Figure 3:
Fully centralized model
6.x.2
5GS Network
The 5GS provides multiple interfaces to external services/networks that can be used for TSN integration: 
· N6:
Reference point between the UPF and a Data Network. This interface is mainly used for the user plane data transport. 
· N5:
Reference point between the PCF and an AF. This interface can be used to exchange service requirements.
· N33:
Reference point between NEF and AF. This interface can be used by the 5GS to expose its capabilities.
· N60:
New reference point between UE and non-3GPP devices connected to the UE for URTSC specific requirements (e.g. time synchronization, user plane impacts etc). 
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Figure xxx-4: System architecture of the 5GS with internal and external interfaces

6.x.3
5GS and TSN Network Integration
With respect to existing definitions on 5GS and TSN, we consider two options how the TSN network sees the 5GS. The first option considers the 5GS as a TSN link, and the second option considers the 5GS as a TSN bridge within the TSN network. It is proposed to evaluate both options taking into account that the following principles need to be supported:
· Ingress and Egress ports connecting TSN end stations or TSN Bridges to the UE;
· Egress and Ingress ports connecting TSN end stations or TSN Bridges to the UPF;

· TSN time synchronization needs to be guaranteed for all Ingress and Egress ports;

· Mapping of TSN QoS requirements to 3GPP QoS requirements and vice versa;
· Mapping of 5GS capabilities to TSN bridge capabilities and vice versa (e.g. TSN bridge Managed Objects (MO);
· TSN bridge capabilities (e.g., bridge-related Managed Objects (MO)) and vice versa (in case of 5GS is modeled as a TSN bridge); or
· TSN link capabilities (e.g., bandwidth, propagation delay) and vice versa (in case of 5GS is modeled as a TSN link)
· TSN bridge self management for fully distributed model; handling of TSN information exchange (CUC, CNC, TSN bridges, TSN end stations) according to the TSN models;
· Support of TSN protocols and functionality (e.g. FRER, SRP, MSRP, LLDP, FQTSS, etc.) as defined in [IEEE 802.1 family for TSN].

6.X.3.1
5GS appearing as a TSN link
In the first option, the 5GS appears to the external network as a TSN link, i.e, as an Ethernet cable which would have to be plugged into the TSN bridge on either side (UE and UPF). The advantage of this option is that the link model used in TSN it is quite simplistic, it uses a limited set of attributes to characterize the link. The link is defined by the connected entities, i.e. either two TSN bridges or a TSN end station and a TSN bridge or two TSN end stations. The link capabilities are described by the ingress/egress ports of the TSN bridges connected to the end of a link or by the TSN streaming requirements of an TSN end station directly connected to the link. The main problem is that the 5GS doesn’t behave like an Ethernet cable but still would need to expose its capabilities according to the limited possibilities of the TSN link model. These exposed capabilites may include delay information, link speed, and available bandwidth information. 
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Figure 6.x.3.1-5: Example for system architecture view with 5GS appearing as link between two TSN bridges and/or TSN End stations
A potential solution to solve this issue could be to change the IEEE TSN standards and to define respective Managed Objects for a “5GS Link” or similar wireless link (i.e. in order to support the distributed model, there needs to be an 5GS adaptation function supported inside the TSN bridge/End station and this is controlling how the TSN streams are transmitted.). The architecture assumes support of standardized QoS characteristics however if dynamic adaptation of 3GPP 5G System capabilities (e.g. based on RAN resource status) is needed, then 5GS adaptation function is needed in the TSN Bridge/End Station but this requires IEEE standards change to support the 5GS adaptation function. In addition, 5GS adaptation function can interface with the PCF for dynamic QoS support.
Note: 
Besides TSN streams carrying payload data, any TSN user and network configuration information (e.g. stream requirements, discovery information, etc.) needs to be provided via the “5GS Link”.

6.X.3.2
5GS appearing as a TSN bridge
In the second option, the 5GS appears to the external network as a TSN bridge. This “logical” TSN bridge (see Figure xxx-6) includes adaptation function(s) to translate the 5GS protocols and information objects to TSN protocols and information objects and vice versa. 5GS-specific procedures in CN and RAN, wireless communication links, etc. remain hidden from the TSN network. To achieve such transparency to the TSN network and appear as any other TSN Bridge, the 5GS Bridge provides TSN ingress and egress ports via the so-called UE Translator on the UE side and via the so-called “Network Translator” on the CN side towards the DN. The fact that the 5GS Bridge needs to support the different TSN configuration models (cf. clause 6.x.1) requires several TSN compliant interfaces with the respective protocols towards TSN end stations, TSN bridges, CNC, and CUC.
The TSN bridge self management (for the fully distributed model) and the functions required to interact with CNC are preferably located at the Network Translator side. Additionally, it is necessary to provide TSN-related information exchange between the UE Translator and the Network Translator. TSN related information may include, e.g. TSN configuration information, TSN time schedules for ingress and egress ports, time synchronization.
Note 1: Besides TSN streams carrying payload data, any TSN user and network configuration information (e.g. stream requirements, discovery information, etc.) need to be provided via the 5GS Bridge.
Note 2: TSN user and network information exchange between TSN bridges and TSN end stations connected to the UE Translator and between the UE Translator and the Network Translator of the 5GS bridge is not covered by current 5GS. Details on how this will be done and which interface(s) are used is ffs.
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Figure xxx-6: Example for system architecture view with 5GS appearing as TSN bridge

Modelling the 5GS as a TSN Bridge has the advantage that 5GS capabilities can be exposed using the respective information models for describing TSN bridge capabilities, which are better suited to capture the characteristics of the 5GS compared to the TSN link model attributes. Moreover, the approach allows for controlling the interaction with the major TSN control enitity (TSN CNC), e.g., for negotiating QoS attributes. Finally, with the introduction of the TSN Translators at the UE side and the network side, it should be possible to reuse many of the existing interfaces defined for 5GS.
6.X.3
Impacts on Existing Nodes and Functionality

Editor's note:
This clause describes impacts to existing services and interfaces.

6.X.4
Solution Evaluation

Table 6.X.4-1 provides a (non-exhaustive) summary of the advantages and disadvantages of the two solutions, (1) 5GS appearing as a TSN link and (2) 5GS appearing as a TSN Bridge.
	
	Advantages
	Disadvantages

	5GS appearing as a TSN link
	Simple TSN link model i.e. Reduced number of interfaces of 5GS with TSN, Reduced number of attributes (parameters).
	· The TSN link model is designed to describe the performance of Ethernet cables with fixed capacity and latency but does not include dynamic capacities or latencies as inherent in the 5GS

· No QoS negotiation between TSN and 5GS due to lack of direct interaction of 5GS with TSN CNC
· No influence on stream scheduling; schedule as derived by TSN CNC must be executed by 5GS
· Scalability – this model works on a per UE basis e.g. if an additional UE is added, then the assumption is that there is a separate Ethernet cable to a port connectivity.

· 

	5GS appearing as a TSN bridge
	· TSN bridge model allows for more accurate and precise representation of 5GS (e.g., 5GS E2E bearer for external applications exactly maps to TSN bridge delay managed objects)
· Complexity of 5GS is hidden from TSN network

· Many 5GS reference point scan be re-used

· Interaction with TSN CNC allows for tighter control by 5GS regarding

· exposed QoS capabilities and
· scheduling of TSN streams within the 5GS
· Higher flexibility regarding mapping of TSN streams to 5G QoS (sub)flows and to logical ingress and egress ports of a bridge
· Only bridges can incorporate and control TSN-specific functionality (e.g., time gating, cyclic scheduling, FRER) -> 5GS can exploit this for scheduling, more efficient packet/frame delivery, etc.
	· Higher number of interfaces of 5GS with TSN

· More complex mapping of e.g. QoS parameters (one-time effort, though)


Considering the advantages and disadvantages of either solution, the recommendation is to prioritize the “5GS appearing as a bridge” model and continue studying key issues and solutions for exposing the 5GS as at least one TSN bridge.
*** End of changes ***
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